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DatenSCh UtZ Vivien Lauren Wale

Die Relevanz von Kiinstlicher Intelligenz im
HR-Management

Die Anforderungen von Kl-Verordnung und DSGVO im Fokus

Was frither mithsam per Hand erledigt wurde — etwa die Sichtung von Bewerbun-
gen oder die Auswertung von Leistungsdaten — kann heute oft durch KI-Systeme
automatisiert werden. KI-Systeme versprechen mehr Effizienz, schnellere Ablaufe
und objektivere Entscheidungen. Gleichzeitig rechtlich herausfordernd ist dabei
die Erfillung der Anforderungen von Datenschutz-Grundverordnung (DSGVO)
und KI-Verordnung (KI-VO).

1 Die rechtlichen Grundlagen - zwischen DSGVO und KI-VO

1.1 Die DSGVO

Die DSGVO bildet den zentralen Rechtsrahmen fiir den Umgang mit personen-
bezogenen Daten. Dazu zdhlen ,klassische” Angaben wie Name, Geburtsdatum
oder E-Mail-Adresse ebenso wie vollstandige Bewerbungsunterlagen. Die folgen-
den grundlegenden datenschutzrechtlichen Anforderungen sind zu erfiillen.

1.1.1 Verantwortlichkeit

Fiir die Datenverarbeitung verantwortlich ist im HR-Bereich meist der Arbeitgeber,
da dieser die Zwecke und Mittel der Verarbeitung festlegt.! Externe Anbieter, bei-
spielsweise von Bewerbermanagementsystemen, handeln in der Regel als Auftrags-
verarbeiter und miissen die Vorgaben ebenfalls einhalten. Bei einem Training des
KI-Systems ist zudem zwischen einer eigenen Verantwortlichkeit des Softwarean-
bieters und einer gemeinsamen Verantwortlichkeit abzugrenzen.?

1 Vgl. Hersemeyer/Ludolph, Datenschutzrechtliche Herausforderungen beim Einsatz Kiinstlicher Intelli-
genz im Unternehmenskontext, DSRITB 2023, 365, 367.
2 Vgl. Golland, EuZW 2024, 846, 848.
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1.1.2 Rechtsgrundlagen der Datenverarbeitung

Die Verarbeitung personenbezogener Daten erfordert
stets eine Rechtsgrundlage. In der Praxis stiitzt sich die
Verarbeitung personenbezogener Daten hdufig auf die
Einwilligung der betroffenen Person (siehe Art. 6 Abs. 1
S. 1 lit. a) DSGVO), die Erfillung eines Vertrags oder
die Durchfiithrung vorvertraglicher Mafinahmen (siehe
Art. 6 Abs. 1 S. 1 1it. b) DSGVO) sowie auf die Wahrung
berechtigter Interessen (siehe Art. 6 Abs. 1 S. 1 lit. f)
DSGVO). Werden besondere Kategorien personenbezo-
gener Daten gemdfl Art. 9 DSGVO verarbeitet, miissen
zusatzlich die darin festgelegten strengeren Anforde-
rungen beachtet werden. Faktisch kommt jedoch regel-
maflig nur die ausdriickliche Einwilligung in Betracht.

Nationale Gesetze zum Beschiftigtendatenschutz,
wie § 26 Bundesdatenschutzgesetz (BDSG) oder die da-
rauf beruhenden landesrechtlichen Bestimmungen,
diirfen nur herangezogen werden, wenn sie die Anfor-
derungen und Grenzen des Art. 88 Abs. 1, 2 DSGVO
erfiillen. Der EuGH hat innerhalb eines Vorabentschei-
dungsverfahrens entschieden, dass dies bei § 26 Abs. 1
S. 1 BDSG nicht der Fall ist.3 Da dies bisher nicht ab-
schliefend gekldrt ist, werden die weiteren Bestimmun-
gen des § 26 BDSG in der Praxis gleichwohl weiterhin
angewandt und sind fiir Arbeitgeber nach wie vor von
erheblicher Bedeutung.

Besondere Anforderungen gelten fiir die Einwilli-
gung im Arbeitsverhiltnis: Diese ist nur wirksam, wenn
sie freiwillig erteilt wird und in der Regel schriftlich oder
elektronisch vorliegt (§ 26 Abs. 2 BDSG). Die Freiwillig-
keit ist wegen des Abhdngigkeitsverhdltnisses besonders
kritisch zu priifen. Entscheidend sind die Umstdnde der
Abgabe, etwa die Art der Daten, die Eingriffsintensitat
und der Zeitpunkt.* Eine Freiwilligkeit wird eher ange-
nommen, wenn fiir die beschéftigte Person ein recht-
licher oder wirtschaftlicher Vorteil erreicht wird oder
Arbeitgeber und beschiftigte Person gleichgelagerte
Interessen verfolgen. Vor Abschluss des Arbeitsvertrags
gelten zudem strengere Mafistibe, da die Drucksituati-
on fiir Bewerber grofer ist als fiir bestehende Beschiftig-
te.> Die beschriebenen Anforderungen gelten auch fiir
die Verarbeitung besonderer Kategorien personenbezo-
gener Daten, sofern sich die Einwilligung ausdriicklich
auf diese Daten bezieht.

3 EuGH Urt. v. 30.03.2023, C-34/21, Rn. 65, 71, 74, 81 f. — diese Ent-
scheidung betrifft das § 23 Abs. 1 S. 1 HDSIG. Auch das BAG nimmt
eine Unanwendbarkeit des wortgleichen § 26 Abs. 1 S. 1 BDSG an,
BAG Urt. v. 08.05.25, 8-AZR 209/21, Rn. 16.

4 Gola/Heckmann/Gola/Pétters, 3. Aufl. 2022, § 26 BDSG, Rn. 68;
Kramer IT-ArbR/Oberthiir, 3. Aufl. 2023, § 2 BDSG, Rn. 497.

5 franzen, ErfK, 25. Aufl. 2025, § 26 BDSG, Rn. 41.
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1.1.3 Die automatisierte Entscheidung nach Art. 22

DSGVO
KI-Verarbeitungen sind in der Praxis regelmaflig zudem
an Art. 22 DSGVO zu messen. Danach darf niemand ei-
ner ausschlie8lich automatisierten Entscheidung, ein-
schlief8lich Profiling, unterworfen werden, die recht-
liche Wirkung entfaltet oder erheblich beeintrichtigt.
Profiling umfasst jede Art der automatisierten Verarbei-
tung personenbezogener Daten, die darin besteht, dass diese
personenbezogenen Daten verwendet werden, um bestimmte
personliche Aspekte, die sich auf eine natiirliche Person be-
ziehen, zu bewerten, Art. 4 Nr. 4 DSGVO. Es handelt sich
damit um eine Form der Datenverarbeitung, die stets
auf die Bewertung oder Prognose individueller Merkma-
le gerichtet ist und eine besondere Eingriffsintensitit in
die Rechte und Freiheiten der betroffenen Person auf-
weist.

Zuldssig sind solche automatisierten Entscheidun-
gen nur mit ausdriicklicher Einwilligung oder wenn sie
fir den Vertragsabschluss oder die Vertragserfiillung
erforderlich sind (Art. 22 Abs. 2 DSGVO). Selbst dann
muss der Verantwortliche nach Art. 22 Abs. 3 DSGVO
sicherstellen, dass geeignete Mafinahmen zum Schutz
der Rechte, Freiheiten und berechtigten Interessen der
betroffenen Person getroffen werden.

1.1.4 Informationspflichten der DSGVO
Der Einsatz von KI-Systemen verlangt von Arbeitgebern
ein hohes Maf§ an Transparenz und eine umfassende
Information der betroffenen Personen. Unternehmen
miissen besonders darauf achten, alle notwendigen In-
formationen zu erhalten, um den Informationspflich-
ten nach Art. 13, 14 DSGVO gerecht zu werden. Dabei
miussen sie auch tiber die Funktionsweise der KI, deren
Entscheidungslogik sowie iiber die moglichen Folgen
fiir die betroffenen Beschiftigten verstandlich informie-
ren.® Alle Betroffenen miissen nachvollziehen kénnen,
wie ihre Daten im Zusammenhang verarbeitet werden
und wie sie ihre Rechte wirksam ausiiben kénnen.
Gerade der Einsatz von KI-Systemen fiihrt haufig
dazu, dass automatisierte Entscheidungen oder Profi-
ling vorgenommen werden. Besonders herausfordernd
ist in der Praxis die klare und verstdndliche Offenle-
gung, ob und wie solche Verfahren eingesetzt werden
(Art. 13 Abs. 2 1it. f) DSGVO). Die Unterstiitzung bei der
Erfiilllung der Informationspflichten sollte daher bereits
bei der Dienstleisterauswahl berticksichtigt werden.

6 Vgl. dazu Orientierungshilfe der Konferenz der unabhéngigen Daten-
schutzaufsichtsbehérden des Bundes und der Lander vom 6. Mai
2024.
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1.1.5 Betroffenenrechte der DSGVO

Die DSGVO stattet Betroffene in den Art. 15 bis 22
DSGVO mit weitreichenden Betroffenenrechten aus.
Besonders praxisrelevant sind das Recht auf Auskunft
nach Art. 15 DSGVO sowie das Recht auf Loschung
der personenbezogenen Daten (sog. Recht auf Verges-
senwerden) nach Art. 17 DSGVO. Das Auskunftsrecht
begriindet einen Anspruch darauf zu erfahren, zu wel-
chen Zwecken ihre Daten verarbeitet werden, welchen
Umfang die Verarbeitung hat, an welche Empfianger die
Daten gelangen und wie lange eine Speicherung vorge-
sehen ist. Zudem haben Betroffene das Recht, keiner au-
tomatisierten Entscheidung nach Art. 22 DSGVO unter-
worfen zu werden.

Besondere Praxisherausforderungen ergeben sich
fiir die Betroffenenrechte sowie fiir die Informations-
pflichten betreffs der Moglichkeit eines vollstandigen
Verstindnisses des KI-Systems sowie der Moglichkeiten
zur Datenextraktion und vollstindigen Loschung.”

1.2 Die KI-Verordnung

Wiaéhrend die DSGVO den allgemeinen Rahmen fiir den
Datenschutz vorgibt, regelt die KI-VO spezifisch den
Einsatz von KI-Systemen. Art. 3 Nr. 1 KI-VO definiert
ein ,KI-System” als ein maschinengestiitztes System,
das fiir einen in unterschiedlichem Grad autonomen
Betrieb ausgelegt ist, nach seiner Betriebsaufnahme an-
passungsfdhig sein kann und das aus den erhaltenen
Eingaben explizite oder implizite Ziele ableitet. Mit Hil-
fe eines KI-Systems konnen Ausgaben wie etwa Vorher-
sagen, Inhalte, Empfehlungen oder Entscheidungen er-
stellt werden, die physische oder virtuelle Umgebungen
beeinflussen kénnen.

Adressaten der KI-VO sind insbesondere Anbie-
ter und Betreiber des KI-Systems. Fiir den Umfang der
Pflichten aus der KI-VO ist die jeweilige Rollenzuwei-
sung ausschlaggebend. Im Personalwesen wird es meist
auf die Unterscheidung zwischen Anbieter oder Betrei-
ber ankommen. Anbieter ist, wer eine wesentliche Rolle
bei der Entwicklung eines KI-Systems spielt oder es in
ein eigenes Produkt tibernimmt und dieses unter dem
eigenen Namen auf den Markt bringt. Demgegentiber
ist Betreiber, wer ein KI-System in eigener Verantwor-
tung lediglich verwendet. In der Praxis ergibt sich kein
starrer Ubergang zwischen der Rolle als Anbieter und
Betreiber — es ist daher stets eine Priifung im Einzelfall
erforderlich. Unter bestimmten Umstinden kann ein
Betreiber in die Rolle eines Anbieters wechseln, etwa
wenn er wesentliche Anderungen an der Funktionali-

7 Vgl. Paal/Kaulartz/Braegelmann Al und Machine Learning-HdB,
1. Aufl. 2020, Kap. 8.7, Rn. 7.
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tat eines KI-Systems vornimmt (Stichwort Customizing)
oder dieses unter eigenem Namen weiterverbreitet.
Nach Beleuchtung der Risikoeinordnung erfolgt
eine kurze Darstellung der wesentlichen Pflichten nach
der KI-Verordnung. Ein wesentlicher Teil der praxisre-
levanten Pflichten ergibt sich dabei fiir Hochrisiko KI-
Systeme. Nicht ndher beleuchtet werden im Folgenden
die Pflichten fiir Anbieter von KI-Systemen fiir einen
allgemeinen Verwendungszweck (kurz GPAI).

1.2.1 Hochrisiko oder nicht?

Die KI-Systeme werden nach einem risikobasierten An-
satz in unterschiedliche Risikoklassen unterteilt: ver-
botene Praktiken, Hochrisiko KI-Systeme, Systeme mit
begrenztem Risiko und solche mit keinem oder mini-
malem Risiko.8 Der Art. 6 der KI-VO legt fiir die Ein-
ordnung als Hochrisiko KI-System Kriterien fest und
verweist auf Anhang III der Verordnung. Danach sind
verschiedene KI-Systeme aufgefiihrt, die grundséatzlich
als Hochrisiko KI-System einzustufen sind. Dort findet
sich auch die Kategorie ,Beschéftigung, Personalma-
nagement und Zugang zur Selbststindigkeit”. Dazu ge-
horen KI-Systeme, die bei der Einstellung oder Auswahl
von Personen eingesetzt werden, etwa zur Schaltung
von Stellenanzeigen, zur Vorauswahl von Bewerbungen
oder zur Bewertung von Kandidaten. Erfasst sind auch
KI-Systeme, die Arbeitsbedingungen, Beforderungen
oder Kiindigungen beeinflussen, Aufgaben nach indivi-
duellen Merkmalen zuteilen oder die Leistung und das
Verhalten von Beschéftigten tiberwachen.

Abweichend von der grundsdtzlichen Einstufung
findet sich in Art. 6 Abs. 3 KI-VO eine Riickausnahme
als Einstufung als Hochrisiko KI-System: Danach kann
ein in Anhang III genanntes KI-System im Einzelfall
ausnahmsweise nicht als Hochrisiko KI-System gelten,
wenn es kein erhebliches Risiko fiir Gesundheit, Sicher-
heit oder Grundrechte mit sich bringt und das Ent-
scheidungsergebnis nicht mafgeblich beeinflusst. Das
gilt insbesondere dann, wenn das System nur eine eng
begrenzte technische Aufgabe iibernimmt, menschli-
che Arbeitsergebnisse unterstiitzt oder lediglich Mus-
ter erkennt, ohne eine abgeschlossene menschliche
Bewertung zu ersetzen. Ein Beispiel ist eine KI, die Be-
werbungsunterlagen nur nach formalen Kriterien wie
Noten vorsortiert, ohne eine eigene Bewertung vorzu-
nehmen. Solche KI-Systeme tibernehmen lediglich eine
eng begrenzte Hilfsfunktion, sodass kein zusdtzliches
Risiko fiir die Grundrechte der Bewerber entsteht. In
einem solchen Fall spricht vieles fiir die Anwendung
der Riickausnahme nach Art. 6 Abs. 3 KI-VO. Allerdings

8 Gerlach/Strafer, Al-Tools als Arbeitsmittel im betrieblichen Alltag —
Chancen und Risiken fiir Arbeitnehmer und Arbeitgeber, ArbRAktuell
2024, 473, 475.

PRev Revisionspraxis 6|2025


grosmann
Kommentar zu Text
Dies müsste "betreffend" heißen.


Grosmann/Wale Die Relevanz von Kiinstlicher Intelligenz im HR-Management

greift die Ausnahme nicht, wenn das KI-System ein Pro-
filing vornimmt — dann bleibt es stets bei der Einstu-
tung als Hochrisiko KI-System.

1.2.2 Pflichten fiir Hochrisiko KI-Systeme

Die Pflichten fiir Hochrisiko-KI-Systeme nach der KI-
VO unterscheiden sich nach der Anbieter- und Betrei-
berrolle — die folgende Darstellung dient daher nur ei-
nem ersten Uberblick:

Auch die KI-VO sieht Transparenzpflichten vor
— diese stehen neben den Pflichten aus der DSGVO.
Art. 26 KI-VO regelt die besonderen Transparenz- und
Informationspflichten fiir Betreiber von Hochrisiko
KI-Systemen, insbesondere dann, wenn diese im Zu-
sammenhang mit Entscheidungen tiber natiirliche Per-
sonen eingesetzt werden. Damit soll unter anderem
sichergestellt werden, dass wesentliche Entscheidungs-
faktoren nachvollziehbar bleiben.

Weitere Pflichten betreffen u.a. ein Risikomanage-
mentsystem (siehe Art. 9 KI-VO), technische Dokumen-
tationspflichten und Aufzeichnungspflichten (siehe
Art. 11, 12 KI-VO), eine menschliche Aufsicht (siehe
Art. 14 KI-VO), technische Schutzmafnahmen betref-
fend die Genauigkeit, Robustheit und Cybersicherheit
(siehe Art. 15 KI-VO) sowie die Durchfiihrung einer
Grundrechte-Folgenabschitzung (siehe Art. 27 KI-VO)
—diese kann in der Praxis an die Datenschutz-Folgenab-
schdtzung nach Art. 35 DSGVO ankniipfen.

2 Von der Theorie in die Praxis:
Praktisch relevante Use Cases

KI bietet zahlreiche Anwendungsmoglichkeiten im Per-
sonalwesen, von der Bewerberauswahl bis zur Personal-
entwicklung. Dabei ergeben sich vielfédltige Chancen
zur Effizienzsteigerung. Gleichzeitig miissen Unterneh-
men jedoch sicherstellen, dass datenschutzrechtliche
Regelungen wie die DSGVO und die KI-VO eingehalten
werden.

2.1 Automatisiertes Screening von Bewerbungen

KI-gestiitzte Tools kdnnen unter anderem Lebensldufe
und Anschreiben nach Qualifikationen durchsuchen
und Bewerbungen automatisch vorsortieren.

Die Rechtmaifligkeit der Verarbeitung personen-
bezogener Daten im Bewerbungsverfahren stiitzt sich
regelmafig darauf, dass diese fiir die Anbahnung oder
Durchfiihrung eines Beschiftigungsverhiltnisses erfor-
derlich ist.? Das Sichten und Bewerten der Bewerbungs-

9 Vgl. HmbBfDI, Bewerberdatenschutz im Recruiting im Fokus; Herse-
meyer/Ludolph, DSRITB 2023, 365.
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unterlagen zdhlt zu den Mafinahmen, die auf ein spa-
teres Beschiftigungsverhiltnis abzielen. Grundsitzlich
ebenso denkbar ist eine Einwilligung, deren Freiwillig-
keit jedoch besonders kritisch zu priifen ist. Die Frei-
willigkeit fehlt beispielsweise dann, wenn diese an eine
Vertragschance gekniipft wird.1? Fiir die Abgrenzung
zwischen der Erforderlichkeit zur Vertragserfiillung und
der Einwilligung ist in der Praxis stets das Merkmal der
Erforderlichkeit in den Fokus zu riicken — ohne Einwilli-
gung sind nur solche Verarbeitungen moglich, die im
konkreten Fall als erforderlich zu qualifizieren sind. No6-
tig bleibt daher eine Betrachtung im Einzelfall. Neben
der Rechtmafiigkeit der Verarbeitung ist die Zweckbin-
dung zu berticksichtigen: Es muss sichergestellt werden,
dass die Daten nicht fiir weitere Zwecke verarbeitet wer-
den.!!

Wenn ein KI-System selbststdndig dartiber ent-
scheidet, ob eine Bewerbung weiter berticksichtigt wird
oder nicht, etwa indem Bewerber anhand eines Punk-
tesystems automatisch abgelehnt werden, kann das er-
hebliche Folgen fiir die Betroffenen haben.? Der EuGH
entschied, dass bereits eine automatisierte Handlung,
die den Entscheidungsprozess ,mafigeblich pragt”, als
wausschlieflich automatisierte” Entscheidung gelten
kann.13 Dies bedeutet, dass zudem die Anforderungen
des Art. 22 DSGVO zu berticksichtigen sind, wenn zwar
offiziell ein Mensch beteiligt ist, dieser aber in der Pra-
xis die von der KI getroffene Entscheidung lediglich un-
gepriift ibernimmt. Entscheidend ist folglich, dass das
Screening lediglich als Vorbereitungsmafinahme gese-
hen wird und eine echte menschliche Aufsicht die fina-
le Entscheidung unter Beriicksichtigung aller relevan-
ten Faktoren tibernimmt.14

KI-Systeme zum Screening und Bewerten von Be-
werbungen konnen unter Berticksichtigung von Art. 6
Abs. 2 i.V.m. Anhang III Nr. 4 lit. a) KI-VO als Hochri-
siko KI-Systeme einzustufen sein.!®> Davon erfasst sind
KI-Systeme, die bei der Einstellung oder Auswahl von
Personen eingesetzt werden, zum Beispiel fiir gezielte
Stellenanzeigen, das Sichten oder Filtern von Bewerbun-
gen oder die Bewertung von Bewerbern.16 Art. 6 Abs. 3

10 Laut ErwG 43 S. 2 DSGVO ist eine Einwilligung nicht freiwillig, wenn
die Erfiillung eines Vertrags von der Einwilligung abhangt, obwohl
diese fiir die Vertragsdurchfiihrung nicht erforderlich ist

11 Vgl. Kindshofer, ZD 2024, 673, 675.

12 ErwG 71 S. 1 DSGVO sagt, dass ,,Online-Einstellungsverfahren ohne
jegliches menschliches Eingreifen“ als ein Beispiel fiir rechtlich wir-
kende oder in dhnlicher Weise erheblich beeintrachtigende Ent-
scheidungen im Sinne des Art. 22 Abs. 1 DSGVO darstellt.

13 EuGH Urt. v. 07.12.2023 — C-634/21: Zur Auslegung des Begriffs
»,automatisierte Entscheidung im Einzelfall* i. S. d. Art. 22 Abs. 1
DSGVO (,,SCHUFA Holding®).

14 Kdtscher/Pesch, KIR 2024, 26; Gerlach/Strafer, ArbRAktuell 2024,
473.

15 Frank/Heine, Die algorithmische Personalauswahl, CB 2024, 326,
328.

16 Vgl. Frank/Heine, CB 2024, 326.
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S. 1 der KI-VO sieht jedoch bestimmte Ausnahmerege-
lungen vor. Eine solche Ausnahme ist vorliegend insbe-
sondere dann moglich, wenn die KI-Systeme lediglich
vorbereitende Aufgaben erledigen. Eine der entschei-
denden Voraussetzungen fiir eine Ausnahme ist, dass
kein Profiling stattfindet.!” Kein Hochrisiko-KI-System
liegt folglich vor, wenn das Screening lediglich als Vor-
bereitungsmafinahme genutzt wird und eine echte
menschliche Aufsicht die finale Entscheidung unter Be-
riicksichtigung aller relevanten Faktoren {ibernimmt.18
Zu beachten ist stets das Risiko von Bias. Damit
sind Verzerrungen gemeint, die durch Daten oder Al-
gorithmen entstehen und zu diskriminierenden Ergeb-
nissen fithren kénnen.!? Enthalten Trainingsdaten etwa
iiberwiegend Bewerbungen méinnlicher Fiihrungskrifte,
kann das KI-System weibliche Kandidatinnen benach-
teiligen.20 Solche Effekte konnen einen Versto gegen
das Allgemeine Gleichbehandlungsgesetz darstellen.2!

2.2 Onboarding-Prozesse

Der Einstieg ins Unternehmen ist fiir neue Mitarbeiten-
de ein wichtiger Moment. Zunehmend werden KI-ge-
stiitzte Tools wie Chatbots, interaktive FAQs und smar-
te Lernpfade genutzt, um den Onboarding-Prozess zu
standardisieren und individuell anzupassen.

Die Verarbeitung personenbezogener Daten kann
auf Art. 6 Abs. 1 S. 1 lit. b) DSGVO gestiitzt werden,
wenn sie zur Erfiillung des Beschaftigungsverhiltnis-
ses erforderlich ist. Zum anderen kann die Datenverar-
beitung jedenfalls nach Art. 6 Abs. 1 S. 1 lit. f) DSGVO
zur Wahrung berechtigter Interessen des Arbeitgebers
gerechtfertigt werden. In diesem Zusammenhang ist
auch relevant, ob die betroffene Person aufgrund der
Art ihrer Beziehung zum Arbeitgeber davon ausgehen
konnte, dass ihre Daten verarbeitet werden.22 Ein Be-
schaftigter, der beispielsweise mit einem als Chatbot ge-
kennzeichneten KI-System interagiert, wird in der Regel
davon ausgehen, dass die eingegebenen Daten von der
KI verarbeitet werden. In diesem Fall ist eine solche Ver-
arbeitung rechtlich zulissig.23

17 Lommatzsch/Albrecht, Einsatz von Kl im Personalwesen von Unter-
nehmen — Neue Herangehensweise nach Geltung der KI-VO, GWR
2025, 37, 38.

18 Kdtscher/Pesch, KIR 2024, 26.

19 Im ErwG 57 wird dann noch weitergehend erldutert, dass insbeson-
dere die Gefahr der Diskriminierung und der Fortschreibung von
Diskriminierungsmustern droht, z.B. angesichts des Geschlechts
oder der Religionszugehorigkeit; G.Kania in Kiittner Personalbuch
2025, 32. Aufl. 2025, Kiinstliche Intelligenz, Rn. 5.

20 Vgl. https://www.reuters.com/article/world/insight-amazon-scraps-
secret-ai-recruiting-tool-that-showed-bias-against-women-idUSKCN-
1MKoAG/, abgerufen am 14.10.2025.

21 Ldser, Nutzung von KI-Systemen im Bewerbungsprozess, 0AT 2025,
70.

22 Dies ergibt sich auch aus ErwG 47 DSGVO.

23 Golland, EUZW 2024, 846.
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Solange diese KI-Systeme lediglich Informationen
bereitstellen und organisatorische Unterstiitzung bie-
ten, ergeben sich geringe Auswirkungen auf die Betrof-
fenen.24 Analysieren sie jedoch Verhaltensweisen oder
Lernfortschritte, um Aussagen tiber Arbeitsstil, Fignung
oder Leistung zu treffen, handelt es sich in der Regel um
Profiling nach DSGVO. Solche Anwendungen unterlie-
gen dann strengen datenschutzrechtlichen Vorgaben
und konnen im Einzelfall als Hochrisiko KI-Systeme
nach der KI-VO eingestuft werden. Dies gilt insbesonde-
re dann, wenn die Systeme innerhalb des Onboardings
u.a. zur Bewertung individueller Kompetenzen, Arbeits-
leistung oder Verhaltensmuster eingesetzt werden -
etwa um Riickschliisse auf Entwicklungspotenziale der
Beschiftigen zu ziehen. Bei Verwendung solcher Sys-
teme werden Entscheidungen durch eine KI getroffen,
welche die Bedingungen von u.a. Arbeitsverhiltnissen
oder Beforderungen beeinflussen konnen. Es besteht
daher ein erhebliches Risiko einer Grundrechtsbeein-
trachtigung.2s

2.3 Personalplanung

KI wird auch in der strategischen Personalplanung ein-
gesetzt, um grofle Datenmengen zu analysieren und
Prognosen zu erstellen. Sie wertet historische Daten zu
Fluktuation, Uberstunden und Krankheitsstinden aus,
erkennt Engpdsse und identifiziert Weiterbildungsbe-
darf.

Bei einer Verarbeitung personenbezogener Daten
im Rahmen der Personalplanung ist die Erforderlichkeit
nach Art. 6 Abs. 1S. 1 lit. b) DSGVO regelmifig nicht
gegeben, da die Auswertungen und Prognosen meist
nicht zur Durchfiihrung des Beschaftigungsverhaltnis-
ses erforderlich sind. Soweit die Grenze betreffend die
Erforderlichkeit der Datenverarbeitung {iberschritten
wird, bleibt insbesondere die Moglichkeit zur Einho-
lung einer Einwilligung — dabei ist ein strenger Freiwil-
ligkeitsmaflstab anzulegen. Sofern im Zusammenhang
der Personalplanung auch besondere Kategorien per-
sonenbezogener Daten nach Art. 9 Abs. 1 DSGVO ver-
arbeitet werden sollen (z.B. Gesundheitsdaten), ist die
Einholung einer Einwilligung zwingend.

KI-Systeme die nur aggregierte Daten fiir allgemei-
ne Prognosen nutzen und keine individuellen Entschei-
dungen treffen, gelten in der Regel nicht als Hochrisiko
KI-Systeme. Solche KI-Systeme gelten nach Art. 6 Abs. 3
S. 1 KI-VO nicht als hochriskant, da sie anonymisierte
Daten verarbeiten, um allgemeine strategische Progno-
sen zu erstellten. Hierbei besteht nicht die Moglichkeit,
dass Riickschliisse auf einzelne Personen oder individu-

24 Vgl. Frank/Heine, CB 2024, 326.
25 Koreng/Lachenmann, DatenschutzR-FormHdB/Lachenmann, 4. Aufl.
2025, Form. Q. Il. Anm. 1.-5.
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elle Mafinahmen getroffen werden kénnen.2¢ Hochri-
siko-Anforderungen treten erst auf, wenn das System
konkrete Mafinahmen gegeniiber Einzelpersonen er-
greift oder individuelle Bewertungen vornimmt. Dies
ist der Fall, wenn Systeme zur Bewertung oder Beobach-
tung von Verhalten oder Leistungen einer Person einge-
setzt werden, die das kiinftige Arbeitsverhéltnis beein-
flussen.2” Entscheidend ist dabei, dass durch das System
nicht allgemeine Trends analysiert werden, sondern zu
individuellen Arbeitsverhdltnissen spezifische Aussagen
getroffen werden

3  Exkurs:
Mitbestimmung des Betriebsrates

Bei dem Einsatz von KI-Systemen im Personalwesen ist
auch das kollektive Arbeitsrecht — insbesondere § 87
Abs. 1 Nr. 6 BetrVG - zu berticksichtigen. Danach hat
der Betriebsrat bei der Einfiihrung und Anwendung
technischer Einrichtungen, die objektiv zur Uberwa-
chung der Arbeitnehmer bestimmt sind, mitzubestim-
men. Das Mitbestimmungsrecht des Betriebsrats greift
insbesondere dann, wenn KI-gestiitzte Systeme dazu ge-
eignet sind, das Verhalten oder die Leistung von Arbeit-
nehmern zu tiberwachen oder zu bewerten. Darunter
fallen beispielsweise KI-Tools zur automatisierten Leis-
tungsbewertung, zur Steuerung von Arbeitszeit, zur Ein-
teilung von Arbeitskrdaften oder zur Analyse des Kom-
munikationsverhaltens. Es empfiehlt sich daher in der
Praxis die frithzeitige Einbindung des Betriebsrates.

4 Was Unternehmen jetzt tun sollten

Zundchst ein praktischer Hinweis: Fiir die Priifung der
rechtlichen Anforderungen ergibt sich folgender Pra-
xishinweis: Um die rechtlichen Anforderungen voll-
stindig zu erfassen, sind bei allen rechtlichen Bewer-
tungen die folgenden Ebenen eines KI-Systems zu
berticksichtigen:

1. Eingabeschicht (= Input-Daten),

2. Verborgene Schicht,

3. Ausgabeschicht (= Output-Daten).

Eine rechtmaflige Datenverarbeitung undv Nutzung des
KI-Systems miissen stets alle genannten Ebenen erfas-

26 Vgl. Schild/BeckOK DatenschutzR, 53. Ed., St. 01.08.2025, DA Art. 2,

Rn. 31, 34
27 Koreng/Lachenmann, DatenschutzR-FormHdB/Lachenmann, 4. Aufl.
2025, Form. Q. Il. Anm. 1.-5.
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sen. Sofern zudem ein Training erfolgt, ist dieses geson-
dert in die rechtliche Bewertung einzubeziehen.28

DSGVO und KI-VO bieten Unternehmen einen
verbindlichen Rahmen. Frithzeitige Umsetzung schafft
Rechtssicherheit und Vertrauen. Die Ubergangsfris-
ten der KI-VO?2? sollten genutzt werden, um Systeme
zu priifen, Risiken zu bewerten und Mitarbeitende zu
schulen. Transparente Information, liickenlose Doku-
mentation und die Sicherstellung der Datenqualitat
sind dabei zentral. Zudem sollten Unternehmen den
Betriebsrat einbinden und interne Leitlinien fiir den
ethischen und rechtlichen Umgang mit KI entwickeln.
So kénnen Buf3gelder, Schadensersatzforderungen oder
Reputationsschdaden vermieden werden.

Der Blick in die Zukunft zeigt, dass KI im HR-
Management an Bedeutung gewinnen wird, indem sie
Prozesse optimiert und datengestiitzte Entscheidungen
ermoglicht. Sie sollte jedoch unterstiitzend und nicht
ersetzend wirken. Unternehmen, die frith auf Transpa-
renz, klare Prozesse und ethische Leitlinien setzen, star-
ken ihre Arbeitgebermarke und sichern sich Zukunfts-
fahigkeit.

(J

Dr. Patrick Grosmann, M.A. ist Rechtsanwalt bei FPS
Rechtsanwalten in Frankfurt. Er ist zertifizierter Daten-
schutzbeauftragter (TUV®) sowie zertifizierter Daten-
schutz-Auditor (DGI®) und berdt Unternehmen in allen
Fragen des Datenschutzes, des IT-Sicherheitsrechts und
der KI-Nutzung.

.

Vivien Lauren Wale ist Rechtsreferendarin bei der Kanzlei
FPS in Frankfurt im IT- und Datenschutz-Team sowie am
Landgericht Frankfurt.

28 Vgl. zur Verarbeitung von Trainingsdaten, Reichert/Radtke/Eske, ZD
2024, 483, 484. Vgl. zu den Anforderungen der KI-VO: Dregelies,
GRUR 2024, 1484.

29 Siehe https://artificialintelligenceact.eu/de/implementation-timeline/,
abgerufen am 14.10.2025.
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